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This document was produced as part of the year S0®dvare quality & Measurement course at
the University of Western Australia. Note that esponsibility is taken for the effectiveness or
completeness of any estimates or plans produced tlsis document. It may be used freely for the
improvement of the software planning process ambidor sale. Any reproduction must include
an acknowledgment of the authors and have thieratit included on the inside cover. For further
information contact the School of Computer Sciesoe Software Engineering at the University of
Western Australia or write to Terry Woodings, POxEB8, Nedlands, Western Australia 6009.
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About Group ?

The group name “Group ?” represents the uncertaixyperienced by our group members during
the initial stages of the project, as to what gragpwere actually in. The team started out asdfalf
Group G, which was split when it reached a sizeigiit. Four members were taken a put into
Group H, and by the end of week two we were dowtihitee members. After possibly losing a
second group member, plans were put in place disttenteam. However, the members felt that
much had already been achieved, the group contigivaty rise to our unique group name.

About the Logo
The logo, drawn by Steven Kah Hien Wong, uses thestipn mark contained in a jail as a

metaphor for containing (reducing) the uncertaintthe estimation process. To be useful, the
estimation procedure must be as objective as gedsilveduce the influences of bias.
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1. Preface

1.1 The Problem

One of the main characteristics of a good engirseire ability to manage the development of a
project around a schedule and budget. In almosikaks, the clients or customers require the
engineering group to produce an estimate of thataur and cost of the development, at early
stages of the project, as a basis for an agreemneaintract. Hence, the task of estimating project
cost and duration, is one of the key responsiedinf a team manager.

While estimation is strongly tied to uncertaintyr many engineering disciplines it can be carried
out accurately and reliably, for example in civigineering. This is primarily due to the fact that
the effort required for such engineering tasks tegtale linearly with size. For instance if @on
kilometre road costs $C and takes T months tstiina ten kilometre road over similar terrain will
have a cost of approximately $C x 10 and will takéhe order of T x 10 months to complete. In
addition, one can obtain a value representingitteedf the project (in this case, the length of the
road) at the beginning of the project. Furthermtris, value is unlikely to change by a large
amount (the length of the road is relatively fixberring any obstacles that must be avoided).

In the field of software engineering however, estion is a significantly harder task. Firstly, ther

is no direct, objective measure for the size affansare project. Even the most obvious metric, the
number of lines of source code, isn’t a precisesueaas it is dependant upon the implementation
language (imagine building a road where the requeagth depended upon what method was used
to construct the road!). Therefore, metrics thmegist to tend to be proxies for the actual size,
such as function points, or entity counts.

Secondly, past data indicates that the effort aistl does not scale linearly with size. Factors such
as integration costs and module testing meanghhbadffort required to build a system is often
much larger than the effort required to build thparate components.

Software systems tend to undergo significantly nobr@nge during their development than any
other types of systems. This is known as requirémmeep or “creeping featurism”. This is brought
about not only from the clients (asking for morattees), but also by the programmers themselves,
as they want to add “that one last feature”. A nganavanting to deliver on time and budget must
keep both parties in check.

Finally, the end point of a software engineeringjgct is rarely defined. Most projects end through
negotiation, with the project manager and the tks#ting down and discussing what has been
delivered, and what remains unimplemented. In tevhestimation, we are trying to estimate an
end point, which in reality doesn't exist.

The difficulty in software project estimation cae éxpressed as:

Not only are our goal posts moving, but they’retiggtfurther away and are invisible!
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1.2 Available Tools

Despite the seemingly impossible situation facethioge whose task it is to accurately estimate
software projects, many important tools and teaheschave been developed. Usually these
methods involve some form of measuring the “siZghe software, and then arriving at a figure
for effort and duration. It is also common pragetio subdivide the project into smaller,
independent deliverables, which may be estimatpdragely. However, the warning above about
the cost of the software whole being greater tharsum of the parts still holds true.

Some of the approaches to estimating softwareirsctede:

Memory Usage Possibly the oldest metric used to determineognam’s size. The amount of
memory required to execute the program was measkboedimple programs, this could often be
calculated by counting the number and types ofdes in scope at any time during the execution.
Using memory usage as a proxy for size has fallgrobfavour as projects have become
significantly more complex and memory has incredsaa the low kilobytes to the hundreds of
megabytes.

Kilo Source Lines of Code (KSLOC) Lines of source code is the intuitive way of meag) the
size of software. Unfortunately like all size niedrit has limitations. As with memory usage, the
actual KSLOC value is only known once the projeat heen delivered. Secondly, the values for
lines of code is highly dependent upon the programgrianguage used. In addition to this, KSLOC
is far from an objective measure. For instance twbastitutes a line of code? Are comments
counted? What about begin and end blocks (or biadg} ? Organisations relying on lines of code
as a measure of size need to have a well defineckbbt of what is and isn’t included.

Function Points: Function Point Analysis and its derivative methaag, currently one of the best
size metrics available to software engineers. Afion point is a small unit of functionality within
the software system. Function points can be calledlby counting components such as number of
user interfaces that the system will have, or hamyrinput files there will be. Since these
components are part of the problem domain, ratteer the solution (unlike size metrics such as
KSLOC), function points can be counted with littlecertainty. Some derivatives of Function
Points, are Feature Points (used in this estimatiol) and 3D Function Points. Note that function
point analysis only produces an estimate of thgept® size, and still needs to be converted to
effort and duration.

As with calculating size, there are a number ofhods that can be used to estimate effort and
duration. Some of these rely on having previousalgulated the size of the system (such as
COCOMO) while others rely on experience from pasjgzts.

Algorithmic: These methods use some sort of a mathematicalsskpne in order to predict the
duration (or cost) of a project, based on its aizé other input parameters such as complexity of
the system and team dynamics. Putnam’s SLIM arehBixs COCOMO and COCOMO Il models
are examples of algorithmic estimation methods.

Analogy: This involves deriving the duration directly fromepious projects, using multiplicative
and additive factors. Givamprevious projects, the estimate may look somethikeg

Estimate= %Z(Mfi - Actual + Af)

i=1
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where Mf and Af are the multiplicative and additive factors, retpely. Estimation from
analogy requires the existence of reliable datafpast projects, preferable from within the same
organisation.

Expert Opinion: One of the most widely used estimation metho@xert opinion. This typically
involves breaking the project into smaller partd having experts make estimations on each.
These estimates are used to calculate a mean aadog(confidence interval). PERT and Delphi
methods are examples of expert opinion estimafibis has the advantage of not requiring
information from previous projects, but insteadired on the experts experience to guide them in
the estimation process.

1.3 Process Overview
This estimation tool can be separated into thrpars¢e processes:

1) The actual estimation of duration using three mash&eature Point Analysis, a refined
COCOMO Il method, and PERT (a form of expert opmioAn overview of this process is
shown in Figure 1.1 on the next page and a degmmipf each method follows.

Feature Point Analysis

A feature point analysis is carried out which gigemeasure for the size of the software. It
is then converted into effort using past data (mpéied default values) for hours per feature
point. A confidence interval is then calculatedd éme values for pessimistic effort,
expected effort and optimistic effort are conveiiteéd estimates for duration.

COCOMO I

The unadjusted feature point count can be usedeasput for the COCOMO Il model or
alternatively an estimate of size in Kilo-Lines®durce-Code KSLOC can be made using
Delphi techniques. Once the size is determinedCIBEOMO Il process is used to obtain
an estimate for the amount of effort that will leguired for the project. A confidence
interval is then calculated, depending on the le¥elonfidence required, and the stage the
project is at. This is then converted into an eaterior the pessimistic, expected and
optimistic duration.

PERT
PERT is quite independent from the other two meshtiddirectly gives a estimation of
duration, as well as variance and confidence ialarging expert opinion.

The final step in this process involves combinimg three duration estimates, taking into
account the performance of each method in prevpooigcts. A risk analysis of the project is
also carried out which is used to give an estif@t¢he amount of additional effort required in
the project.

2) The second process involves a set of review trigtieat see the estimation process described
above being repeated, as new information aboyprihi@em or solution become available.
Reviews must be carried out at the suggested stagesler to ensure that the estimated
duration and the confidence interval always reftdicthe available information.
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PERT estimation:
Directly get
duration and

confidence interval.

The Estimation Process

Adjusted Unadjusted
Feature Point Feature Point
Count Feature Point Count

Analysis

B

Convert to Feature Point
Count Kilo Lines of
Source Code (KLOSC)

KLOSC
estimate

\ 4

Convert to Feature Point
Count to effort using
Hours/Feature Point.

.

Calculate optimistic,
expected, and pessimistic

effort.

Calculate optimistic,
expected, and
pessimistic duration.

Combine the three
methods and obtain final

Convert KLOSC to
expected effort using
modified COCOMO Il

model.

Calculate confidence
interval

Calculate optimistic,
expected, and pessimistic
duration.

» value for optimistic, <
expected, and pessimisti
duration

Risk Analysis

Final outputs:

e Pessimistic Duration

« Expected Duration

e Optimistic Duration

* Expected Risk Exposure

Figure 1.1 An overview of the estimation process
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3) The third and final process is the post impleragon review (PIR). This is a critical part of the
estimation tool, as it uses information obtainexhfipast projects to refine future estimations.
There are four distinct PIRs that are carried nuhis process. The first three refine each of the
estimation methods in the first section (ie FeaRwat Analysis, COCOMO II, and PERT).

The final PIR refines the weights that are usecbimbine the estimations produced by these
three methods. That is, the method(s) that hasdpedd better in estimating durations for past
projects, will be given a higher weighting for fteétestimations.

1.4

Assumptions and Constraints

This estimation tool is subject to the following séconstraints and assumptions:

1.5

The estimation tool uses a feature point analysisaat of the estimation process. It is
therefore assumed to be suitable for both trarmaadtsystems and real-time applications
that are algorithm intensive.

We have assumed that Feature Points are close ebtoéginction Points, as to be used for
size measurements under the COCOMO II model.

That the people using this tool have a reasonaim&ledge of the estimation process, and
have past experience either managing or workingodtware projects.

Guidelines on the Effective Use of the PPET

The following are a set of general guidelines thiditaid in the use of this tool and help to impeov
the accuracy of the estimations.

Each estimation will need a copy of the templatas.recommended that a photocopy be
made of the following sections

0 Section 3

0 Section 5

Many templates have spaces provided for commeises these to provide justification for
the values obtained. This is particularly importahen subjective decisions must be made
such as choosing the rating for the COCOMO facescriptive comments will assist
both you and others in the future to learn fromeabkmates. Remember, what is obvious
now, will be forgotten tomorrow write it down

Divide the project into as mamydependensub-tasks as possible. This is specifically
useful for PERT estimation, as the experts are riikely to produce better estimates for
smaller tasks.

Use ALL three methods of estimations availablehis tool and combine them as described.
Relying on a single estimation method is risky egtb

After carrying out an estimation, make sure thdifi@rent person signs off the work by
going through the checklists available. This eaesuhat there are no simple errors in
calculations, and that the original estimator haistmissed any critical information.
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Review your estimations whenever a factor that afégct the estimate changes. The
section on Review Triggers (Section 4), describesore detail when the estimations
should be reviewed. This ensures that your duragtimations always reflect the latest
information about the state of the project. It ajsges you a more definitive confidence
interval as more knowledge about the problem arsiiution is gained.

As mentioned before, Post Implementation RevieuRgPare critical to improving the
estimations. Processes such as COCOMO rely heawibalibration to a specific
organisation. It is expected that the estimatedymred by the initial versions of this tool
will vary substantially from actual values untilemgh data has been collected to calibrate
the tool. In a similar manner, attempting to caltbrthe tool using data from projects of
vastly different size and domains will not produekable estimates.

Once both the estimation and checklists have bempleted, they should be archived for
future reference. They will be needed again forRlfe, and should be kept as they provide
valuable past data and insight into the estimgtimtess.
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2.0 User Guides

2.1 Feature Point Analysis User Guide

2.1.1 How to use the Templates

In order to make an estimate of effort and duratisimg feature point count, the feature point
templates in section 3.1 need to be completedfdllwaving steps describe how the templates
should be filled:

1)

2)

3)

4)

5)

6)

7

The upper portion of the main template (Figure 8dijsists of six sections, namely
Algorithms, External Inputs, External Outputs, Ertd Inquiries, Internal Logic Files, and
External Interface files. Each of these compongmes is described in more detail in section
2.1.2 . You must identify the number of each @shn components in your project.

After identifying the components, you must categ@them, based on their complexity.
Section 2.1.3 is a guideline for assigning compiesito the components.

Now fill the upper section of the main templatevimiting the number of each of the
components, under the appropriate complexity coluimnltiply the numbers with their
specified weights and write the result in the spaoeided. For each component type, sum
the counts for low, average, and high complexityiems, and write the result in the right
hand column (Total).

Sum the totals to get thmadjusted feature point®Vrite this value, labeled [Al], in the
appropriate box.

In the complexity multiplier template (Section 2)1.pick an appropriate number for
Problem ComplexitandData Complexityfrom 1 to 5). Add these two numbers to get a
value between 2 and 10. Finally use this sum tk lgman appropriate weight in Figure 3.2
(the weight is between 0.6 and 1.4). This is themexity factor. Write it in the appropriate
box (labeled [A2]) in the Figure 3.1.

In the main template, multiply the unadjusted feafoints with the complexity factor, to
obtain the adjusted feature point count (labeleg]JA

The next step is converting the adjusted featunetgto values for optimistic, expected,
and pessimistic effort, in section 3.1.3. To da thirst write down the number of effective
working hours per month (HPM) for you organizatidhe default value of HPM is 85 (5
hours per day, 17 days per month). Also obtainviee of MMRE and R(C) from the PIR
section 6.1 . Note that

* R(C) is the equation fdrours per feature pointalculated in the PIR for feature points
(Section 6.1). If no past project data are ava@abse the model described in section
2.1.4

* MMRE is themean magnitude of relative erralso calculated in the PIR for feature
points (Section 6.1). If no past project data aaglable, set the MMRE to 0.

» For optimistic and pessimistic effort estimates,deeiate from the actual feature point
count by +12%, which reflects uncertainty in thewacy of the count and is taken
from Kemerer (1993)
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8)

e The

factor converts the effort from person hours,éospn months

Now we can calculate each of optimistic, expecaad, pessimistic effort values by using
the following equations:

Effort optimisic = [ A3] * 088x (1- MMRE) x R([ A3] x 088) x v Fl)M
1
Effort =[A3] x R([ A3]) x
expected [ ] ([ ]) HPM
EffOft pessimisticz [AS] X 112)( (1+ MMRE) X R([M] X 112) X H;-M

The final step is converting the values obtainecdeféort, to durations (section 3.1.4). We
simply use an exponential model, taken from origP@COMO, to do this conversion.
Please refer to section 2.1.5 for details of cotvgreffort to duration.
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2.1.2 Component Definitions

Algorithm — is the set of rules, which must be completelyressed to solve a significant
computational problem. For example, a square mtaetion routine, or a Julian date conversion
routine, would both be considered algorithms.

External Input (El) - is an elementary process in which data cro$sebdundary from outside to
inside. This data may come from a data input screlectronically or another application. The data
can be either control information or business imfation. If the data is business information it is
used to maintain one or more internal logical fileshe data is control information it does novla
to update an internal logical file.

External Output (EO) - an elementary process in which derived datagsaasross the boundary
from inside to outside. The data creates reportaitput files sent to other applications. These
reports and files are created from one or morenatdogical files and external interface file .

Derived Data is data that is processed beyondidietrteval and editing of information from
internal logical files or external interface fild3erived data is the result of algorithms, and/or
calculationsDerived data occurs when one or more data elemmmtsombined with a formula to
generate or derive an additional data element(s).

External Inquiry (EQ) - is an elementary process with both input anguutomponents that

result in data retrieval from one or more intefogical files and external interface files. This
information is sent outside the application bougd&he input process does not update any Internal
Logical Files and the output side does not condaiived data.

Internal Logical File (ILF) — is a user identifiable group of logically relhiata that resides
entirely within the applications boundary and ismt&ined through External Inputs.

External Interface File (EIF) - a user identifiable group of logically relateata that is used for
reference purposes only. The data resides entrghide the application and is maintained by
another application. The External Interface Filansnternal Logical File for another application.
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2.1.3 Component Complexity Guidelines:

Algorithm:

Algorithm Type

Complexity

Simple [ eg. A =B + C*(D-E) ] or moderate expressions | Low

eg. D = SQRT(B*2-4*A*C) ]

Standard math and statistical routings. Basic matrix/vector
operations. Basic numerical analysis. Ordinary differential
equations. Basic truncation and round off.

Average

Difficult numerical analysis. Analysis of noisy, stochastic High

data. Partial differential equations. Parallelization.

External Input:

Figure 2.1.

Data Element Types
File Types Referenced 1-4 5-15 >15
0-1 Low Low Average
2 Low Average High
>2 Average High High
Figure 2.2.
External Output, External Inquiry:
Data Element Types
File Types Referenced 1-5 6-19 > 19
0-1 Low Low Average
2-3 Low Average High
>3 Average High High
Figure 2.3.
Internal Logic Files, External Interface Files:
Data Element Types
Record Element Types 1-19 20-50 > 50
1 Low Low Average
2-5 Low Average High
>5 Average High High
Figure 2.4.
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2.1.4 Hours Per Feature Point

If no data from previous projects are available, te following equation to calculate the value of
R (hours per feature point). This equation is basedata collected from nearly 1,000 projects
from over 100 companies, available on the IFPUGsitel{Longstreet, 2003). It is however

strongly recommended that the equation for R bedas your company’s past projects, as it is a
highly organizational specific factor.

R(C) — 141e0.0003049C

If the above formula is used, the MMRE should be®a®. This does NOT indicate the lack of
uncertainty in the estimate, rather that no comiogeinterval can be reliably predicted due to the
lack of past data.

2.1.5 Duration
To convert the effort obtained in section 3.1.8twation, use the following equation:
Duration in Months =a x Effort”

Where the values @ andb are selected from the following table:

Development Mode a b

Organic 2.5 0.38

Semidetached 2.5 0.35

Embedded 2.5 0.32
Figure 2.5.

Organic Mode — The project is developed in a familiar, stableienment, and the product is
similar to previously developed products. The paidsi relatively small, and requires little
innovation. Example: An accounting system.

Semidetached Mode- The project’s characteristics are intermedia&tsvben Organic and
Embedded

Embedded Mode- The project is chacterised by tight, inflexibstraints and interface
requirements. An embedded mode project will reqaigeeat deal of innovation. Example: A real-
time system with timing constraints and customisadiware.
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2.2 COCOMO Il User Guide

This section deals with producing an effort andation estimate using a modified COCOMO I
model.

® Estimate the size using lines of source code
® C(Calculate the scale factor B

® (Calculate the cost driver multiplier M

® Calculate the expected effort and duration

2.2.1 Estimating Size

The COCOMO II model requires an estimate for tlze sif the system in thousands of lines of
source code (KSLOC). This can be produced by edhectly estimating the size of modules, or
by converting the feature point count to KSLOC Isyng a lookup table. Early in the development
process, when system design has not been compitetedecommended to use the unadjusted
feature point count to produce an estimate forsthe of the system. Once design has been
completed, and the number and scope of modulesatkfthe size (in KSLOC) of each module can
be estimated directly.

It is strongly recommended that the first time tioigl is used, the organisation develops a standard
for counting lines of source code. A checklist hasn provided in Appendix B, along with details
on how it is to be used. Appendix C provides a darapwhat a completed checklist might look
like. For more information on counting lines of exgskeeSoftware Size Measurement: A Framework
for Counting Source Statemeiiiark 1992).

2.2.1.1 Using Unadjusted Feature Points

Copy the figure for unadjusted feature points atadiin Figure 3.1 into the field marked [B1].
Multiply [B1], by the figure obtained from Figure&for the specified development language, and
enter the result into [B2].
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Language SLOC / UFP
4GL (average) 15
Ada 71
Al Shell 49
APL 32
Assembly 320
Assembly (Macro) 213
ANSI / Quick / Turbo Basic 64
Basic - Compiled 91
Basic - Interpreted 128
C 128
C++ 29
ANSI Cobol 85 91
Fortran 77 105
Forth 64
Jovial 105
Lips 64
Java 23
Modula 2 80
Pascal 91
Prolog 64
Report Generator 80
Smalltalk 20
Spreadsheet 8
SQL 12
Visual Basic 32

Figure 2.6. Used to convert between feature points and lines o€samade (Boehm 2000)

Divide [B2] by 1000, to get an estimate for theestf the system in thousands of lines of source
code, and enter the result into [B3].

Proceed to section 2.2.2 to calculate the scaterfac

2.2.1.2 Direct Estimation using Simplified Delpredhniques

As previously mentioned, this approach requiresitimaber and scope of modules to be defined,
and hence requires system level design to be coenpete here that the word module is used in a
implementation independent manner. It could redariasses in Java, modules in Perl, or files in C.

Each module should be listed in the first columifrigiure 3.3 (add more rows if required). For
each module, multiple experts should be approaahddon being supplied with the module
specification, asked to estimate the number of lkiles of code it would take to implement the
module. These experts would typically be the dgy&ie responsible for the implementation of the
module, as they would have first hand knowledgthefrelative size of the module.

It is very important that these experts be kegaisol and do not communicate their estimate to one
another. The estimates are collected, and entetedrigure 3.4. Once all estimates are in, the
average is calculated and entered into the finlaineo of Figure 3.4.

The average for each module is then returned texperts, and they are given the opportunity to
revise their estimate. The new estimates are thtaredl into Figure 3.4, and again the average is
calculated. Finally the sum of all the averagesbimined, and entered into the cell marked [B3].
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2.2.2 Calculation of Scaling Factor[§)

This reflects the dis-economies of scale associaittda software project. That is if the size oé th
system doubles, the amount of effort required imses by a factor larger than 2. This represents in
increased costs in managing team members, comntwmcverheads etc.

Five factors affect the scaling driver. A descoptof each is given below, followed by a table
which lists the choices and the weights. For tloéofs, select the choice that most closely matches
the situation faced by the project. Then enterghy@ropriate weight into Figure 3.5 in the template
section.

Precedentedness (PREC)

This value models the organisation's past expegigth projects of a similar type. The range is
from very low (5) indicating the organisation hasprevious experience with a project of this type,
to extremely high, which would indicate that thgamisation has an in depth understanding of the
application domain.

Questions to be considered include :

 How well are the product objectives understood?

* What is the organisation's experience with relsttivare?

*  Will this project require the concurrent developmeinew hardware and/or operating
procedures?

*  Will the project require new and innovative datagassing algorithms?

Very Low Low Nominal High Very High Extremely
High
Precedentednesghoroughly largely somewhat generally (largely familiar| throughly
(PREC) unprecedented|unprecedentedunprecedentedfamiliar familiar
Value 5 4 3 2 1 0
Figure 2.7

Development Flexibility (FLEX)

This models the flexibility of the development pess. If the client specifies only the general goals
of the project (ie little client intervention ingldevelopment process) a value of extremely high
should be used. However, if the development proisessmpletely specified and rigorously
controlled by the client, a value of very low shibbk used.

Questions that should be considered include:

* Isthere a need for software conformance with gtaldished requirements?
* Isthere a need for software conformance with esenterface specifications?
* Isthere a premium on early completion of the pritdje
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Very Low Low Nominal High Very High Extremely
High
Development  |rigorous occasional [some general some general goals
Flexibility relaxation relaxation conformity |conformity
(FLEX)
Values 5 4 3 2 1 0
Figure 2.8

Risk Resolution (RESL)

This reflects the amount of risk analysis perforgdhe organisation. Consider the following
qguestions:

» Has arisk identification and analysis been pertmtSection 2.4 should be used as a basis
for this.

* Have milestones been set to revolve importantitésks?

» Are the risks being managed? Have contingency fdaea developed for the most
important risks?

» Is arisk monitoring procedure in place? If sat {[gerformed regularly?

* Are there tools available for monitoring and resojwrisk items?

Very Low Low Nominal High Very High Extremely
High
Risk Resolution [little (20%) some (40%) often (60%) generally |[mostly (90%) | full (100%)
(RESL) (75%)
Values 5 4 3 2 1 0
Figure 2.9

Team Cohesion (TEAM)

This accounts for how well the development teamkwiogether. A value of extremely high reflects
a integrated team that understand each other Avellue of very low would be used for a team
that has difficult or minimal interactions.

Factors to consider include:

» Consistency of members objectives and cultures

*  Ability and willingness of members to accommodateeo members objectives
» Experience of members in operating as a team

* Extent of team building exercises undertaken

Very Low Low Nominal High Very High Extremely
High
Team Cohesion |very difficult  |some difficult |basically largely highly seamless
(TEAM) interactions interactions |cooperative |cooperative |cooperative |interactions
interactions
Values 5 4 3 2 1 0
Figure 2.10

Page 21 of 88
Printed on 31/05/04



Process Maturity Factor (PMAT)

This rates the maturity of the software developnmeatess within the organisation. It is based on
the Software Engineering Institute’s Capability Mtdly Model (CMM) which defined five levels
of maturity for the software development process éxpected that the organisation has a good
understanding as to which level of the CMM it i®gting at. The levels are briefly described
below but for a more detailed description of the[@Mee Paulk 1993.

Initial Level At this level, an organisation does not haveatife management procedures or
project plans. If formal procedures for project wohexist, there are no organisational mechanisms
to ensure that they are used consistently. Then@gon may successfully develop software but
the characteristics of the software (quality eani)l the process (budget, schedule etc.) will be
unpredictable.

Repeatable Leveht this level, the organisation has formal mamaget, quality assurance and
configuration control procedures in place. It ifedhthe repeatable level because the organisation
can successfully repeat projects of the same typeever there is a lack of a formal process
model. Project success is dependent on individaalagers motivating a team and on
organizational folklore acting as an intuitive pees description.

Defined levelAt this level, an organisation has a definegitscess and thus has a basis for
gualitative process improvement. Formal procedaresn place to ensure that the defined process
is followed in all software engineering projects.

Managed levelA level 4 organisation has a defined processaafiimal program of quantitative
data collection. Process and product metrics dteated and fed into the process improvement
activity.

Optimising level At this level, an organisation is committed tmiouous process improvement.
Process improvement is budgeted and planned ardirgegral part of the organisation’s process

Process MaturityInitial Repeatable Defined Managed Optimizing
Factor (PMAT)
Value 4 3 2 1 0

Figure 2.11

Calculation of Scaling Factor B

Sum the PREC, FLEX, RESL, TEAM and PMAT factorsd @mter the result into [B4]

Calculate the value of the scaling fadBpiby using the following formula, and enter theutesto
[B5]

B=1.01+0.01x [B4]
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2.2.3 Cost Drivers

COCOMO Il uses sixteen cost drivers to refine thttngate. Each of these are described below, and
a weight should be chosen for each, and enteredrigure 3.6. In the case where a driver does not
seem appropriate, the weight of 1.0 should be wd#dthugh note that the accuracy of the estimate
will be comprised by omitting factors.

Required Software Reliability (RELY)

This factor models the required reliability of thaftware. It is determined by estimating the impact
that a software failure would cause.

RELY slight inconveniencg low, easily moderate, easily |high financial loss risk to human
recoverable recoverable life
Weight 0.75 0.88 1.0 1.15 1.39
Figure 2.12

Database size (DATA)

This factor considers the effect that large dats wdl have on development time by calculating
the a value for D/P. Large data sets typically eaarsincreased in development time due to the
large number of test cases that must be produced.

The D/P factor is measured in bytes per line ofcdidis calculated using the following:

D/P = Database Size (Bytes) / Program Size

Where program size is the value obtained for BSeiction 3.2.1 (from either feature points or lines
of code). Note that the above formula deals \Wites of codeand not kilolines of code.

The value for D/P is then used to determine thaevédr the DATA factor from the table:

DATA D/P <10 10 <D/P <100 100 < D/P <1000 D/P > 1000
Weight 0.93 1.0 1.09 1.19
Figure 2.13

Documentation match to life-cycle needs (DOCU)

This factor accounts for the extra effort involvegroducing documentation. It is estimated by
comparing the level of documentation needed fodéhe=lopment process to that which will be
produced. For example, documentation that leaves/ ogthe life cycle uncovered (sparse
documentation) would be assigned a ranking of i@gy On the other hand excessive
documentation, that more than covers the needwegbrivject life cycle would be rated as very
high.

DOCU Many needs |Some needs |Right sized for Excessive for project Very excessive for
left uncovered |left uncovered|project life cycle |life cycle needs project life cycle needs
Weight 0.89 0.95 1.0 1.06 1.13

Figure 2.14
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Required Re-usability (RUSE)

Increased effort will be required to develop redsaomponents due to standardizing interfaces,
increased documentation and more elaborate te§timtegRUSE factor represents this increased
effort, by rating the level of re-usability require

RUSE none across project across progfam across product ljne  acrogdemuitiduct lines
Weight 0.91 1.0 1.14 1.29 1.49
Figure 2.15

Execution Time Constraint (TIME)

This driver accounts for the increased effort inreol in meeting execution time constraints when
developing software. It is determined by estimathmg percentage of system execution time that
will be used by the software under development.

TIME < 50% of available time 70% 85% 059%,
Weight 1.0 1.11 1.31 1.67
Figure 2.16

Main Storage Constraint (STOR)

The STOR represents the percentage of total systisrage resources consumed by the software
system.

STOR < 50% 70% 85% 95%
Weight 1.0 1.06 1.21 1.57
Figure 2.17

Platform Volatility (PVOL)

This factor accounts for possible change in theedgiohg platform that the software is being
developed on. The platform could include: hardwapsrating system, device drivers, libraries,
compilers etc.

PVOL major: 12 mon major: 6 mon major: 2 mon major: 2 wk
minor: 1 mon minor: 2 wk minor: 1 wk minor: 2 days
Weight 0.87 1.0 1.15 1.30
Figure 2.18

Analyst Capability (ACAP)

The factor accounts for the capability of the astydesigning the software. This us done by
estimating the percentile that the analyst teamdessn. This ranking should consider factors such
as analysis and design ability, efficiency and dighness and the ability to communicate and
cooperate. This should not take into account egpeg which is rated using AEXP. An extremely
strong analyst team would be ranked in the 90theile.

ACAP 15th percentile 35th percentile | 55th percentile  75th pereentil |90th percentile
Weight 15 1.22 1.0 0.83 0.67
Figure 2.19
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Programmer Capability (PCAP)

This reflects the capability level of the programsaé’rogrammers should be considered as a team
and not as individuals. Factors that should beidensd include: efficiency and thoroughness and
ability to communicate and cooperate. Once agagrammer experience should not be
considered here, as PEXP accounts for this.

PCAP 15th percentilg 35th percentile 55th percentile 75th pereen®Oth percentilg
Weight 1.37 1.16 1.0 0.87 0.74
Figure 2.20

Personal Continuity (PCON)

This accounts for the turnover rate of the orgdiusan terms of the percentage of staff per year.

PCAP 48% / year 24% | year 12% / year 6% / year 3% / year
Weight 1.26 1.1 1.0 0.91 0.83
Figure 2.21

Applications Experience (AEXP)

This represents the level of experience the dewedoyp team has with this type of application. It
ranges from very low (less than 2 months) to veg ljover 6 years).

AEXP < 2 months 6 months 1 year 3 years 6 years
Weight 1.23 1.1 1.0 0.88 0.80
Figure 2.22

Platform Experience (PEXP)

This factor accounts for the level of experiena the development team has with the particular
platform. The platform should be the same set ofilware/software that was considered in the
PVOL factor. A team with less than 2 months expergewould be rated very low, while a team
with over 6 years would receive a rating of verghi

PEXP < 2 months 6 months 1 year 3 years 6 years
Weight 1.26 1.12 1.0 0.88 0.80
Figure 2.23

Language and Tool Experience (LTEX)

This factor reflects the experience of the develepinteam with the programming language and
software engineering tools. This includes but islimited to : design and analysis tools, compilers
libraries and configuration management software.

LTEX < 2 months 6 months 1 year 3 years 6 years
Weight 1.26 111 1.0 0.91 0.83
Figure 2.24
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Software Tools (TOOL)

This factor accounts for the capability of the w@ite development tools. The low end of the
spectrum is a simple code editor, with no integratvith the system design tools. The upper end
on the other hand is where the software tools lagely linked with the software development
process

TOOL edit, code, simple front endjbasic life cycle strong, mature life  |strong, mature
debug back end CASE|tools, moderate cycle tools, moderate|pro-active life
little integration |integration integration cycle tools, well

integrated with
development
process
Weight 1.2 1.1 1.0 0.88 0.75

Figure 2.25

Multi-site Development (SITE)

This reflects the extra effort involved with mudite developments, and the effect of restrictied
communication channels. It is found by calculating average of the collocation and
communication factors.

The weight for the SITE factor should be takenhasaverage of the collocation and
communication factors.

Collocation International | Multi-city and|Multi-city or  |Same city or |Same building | Fully
multi - multi company|metro area collocation
company

Communications |Some phonejIndividual Narrow-band |Wide-band Wide-band electnteractive

mail phone, Fax |email electronic comms. multimedia
comms. occasional
video conf.
Weights 1.24 1.1 1.0 0.92 0.85 0.79
Figure 2.26

Product Complexity Driver (CPLX)

The product complexity driver measures the inhecentplexity built into the product. This is
divided up into five areas: control operations, patation operations, device dependant operations,
data management operations and user interface.

The CPLX factor is the average of the five areas.
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Very Low Low Nominal High Very High Extremely
High
Control Straight code |Straightforwar [Mostly simple |Highly nested |Reentrant and|Multiple
Operations with few d nesting nesting. Some|programming |recursive resource
nested blocks. intermodule  |operators. coding. Task |scheduling
Simple module control. SimpleQueue and  |synchronizatio|with
composition callbacks or |stack control. |n and complexdynamically
message Distributed callbacks. changing
passing. programming priorities.
Computational |Simple Moderate Standard mathBasic Difficult but  |Difficult and
Operations expressions egexpressions egand statistical [numerical structured unstructured
A =B + C*(D- |D=SQRT(B** |routings. Basiganalysis. numerical analysis.
E) 2-4*A*C) matrix / vector|Ordinary analysis, partiaAnalysis of
operations differential differential noisy,
equations. equations. stochastic
Basic Simple data. Comple
truncation, parallelization |parallelization
roundoff
concerns
Device- Simple read, |No knowledge|l/O includes |Operations at |Routines for |Device timing
dependent write of particular |device physical IO [interrupt dependant
Operations statements witfdevice needed.selection, level (seeks, |diagnostics, |coding.
simple formatg 10O done at status and errgreads, etc). |servicing and |Performance
GET/PUT checking Optimised 10 |masking. critical
level overlap Performance |embedded
intensive systems
embedded
systems
Data Simple arrays |Single file sub{Multi-file input |Simple triggersDistributed Highly
Management |in main setting with nojand single file |archived by |database coupled
Operations memory. data structure |output. Simple|data stream |coordination. |[dynamic
Simple changes. structural contents. Complex relational and
database Moderately |changes and |Complex data |triggers. Searclobject object
queries and |complex edits. Complexrestructuring |optimisation. |[structures.
updates queries and |DB queries ang
updates. updates
ul Simple input  |Use of simple [Simple use of |Widget set Moderately  |Complex
Management |forms and GUI builders |widget set development |[complex multimedia
Operations report and extension|2D/3D, and/or virtual
generators Simple voice |dynamic reality
1/0, graphics and/qr
multimedia multimedia
Weights 0.75 0.88 1.0 1.15 1.30 1.49
Figure 2.27

Calculation of Product Multiplier (M)

Calculate the product of the sixteen cost drivans| enter the result into the field [B6].
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2.2.4 Expected Effort

Calculate the estimate of the amount of effort neglfor the product, using the following formula:
Effort = A x [B3] **! x [B6]

where [B3] is size in kilo lines of code, from adthsection 3.2.1The value of A should be

determined from past projects. In the case whengasb data is available, a value of 3.0 should be
used.

2.2.5 Confidence Interval

The COCOMO II model includes a sample of projestsere the size estimates are compared to
the final size values, at various stages duringeptaevelopment.

dx |t
n Size (SLOC)
Completed o Cost (8)
2% Programs —
&= USAF/ESD
Proposals
1
1.5x
Relative 1.25x
Size X
Range
0.5x
1
Product Detail
0.25% | | Concept of Rgts. Design Design Accepted
Operation Spec. Spec. Spec. Soltware
5 A 5 5 El
Feasibility Plans Product Detail Devel.
and Design Design and
Ryqts. Test

Phases and Milestones

Figure 2.28

From the above graph and the COCOMO Il paper byhBog 995), the following optimistic and
pessimistic values are obtained. This represer@standard deviation about the mean (E) which,
in this case, is the estimate of the effort proglidg the COCOMO Il algorithm.

Stage Optimistic Pessimistic

Concept Document Completed 05E 20E

Requirements Specification Complete 0.67 E 15E

Architecture Design Complete 0.80 E 1.25E

Detailed Design Complete 09E 1.1E
Figure 2.29

Note that the distribution of projects is non-synmeal. Although there is an equal chance of a
project finishing before or after the mean, therawes and under-runs will not always balance out.
The deviation from the mean for projects that fingsarly will in general be a lot smaller than the
deviation for projects that finish late. This ifleeted in the values in Figure 2.9.
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An interval of one standard deviation either siflehe mean gives an approximately 68%
confidence interval. In order to determine a 95%ficience interval (or an interval to an arbitrary
level of confidence for that matter), the proceduetow should be followed.

Choose a valug which is the level of confidence required (izadue of 0.95 means we are 95%
certain that the actual time taken will reside witbur confidence interval). Note that a confidence
of 100% cannot be obtained, and so seWitm1 is not possible, We then calculate the arekeu

the tail of the normal curve using the followingrfala:

a=(1-y)/2
Using the example above wiyh= 0.95,a = 0.025.
Next, the values of,zand z must be calculated. This gives the cutoff valwegtie selected
confidence interval for a standardised normal tthigtion. These values are calculated from the
table of cumulative probabilities for the normadtdbution given in Appendix A. zis found by
locating the value o in the table, and noting for what value of z itoxs at. ZH is found by
locating the value xin the table, and again noting for what value tifig occurs at. zshould
always be less than 0, whilg ghould be greater than 0.
For the example ai = 0.025, we find z=-1.96 and z = 1.96.

Finally we calculate the optimistic and pessimistitimates for the effort using the following
formula:

Eo=E(l+0..27)
Ep:E(1+O'H.ZH)

Whereo, andoy are chosen from Figure 2.30, depending on whgedtze project is at.

Stage oL OH

Concept Document 0.5 1.0

Completed

Requirements 0.33 0.5

Specification Complete

Architecture Design 0.2 0.25

Complete

Detailed Design Complete 0.1 0.1
Figure 2.30

Note that for high confidence factors (such as ntlba@ 95%) and early stages, the value for E
can become less than 0. Obviously this is not ptessind the large confidence interval represents
the high degree of uncertainty inherent in projelctisng the early stages. For this reason, it is
recommended that the confidence factpbe kept to less than 70% until the requirement
specifications are complete.
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2.2.6 Duration

Convert the expected effort, pessimistic effartalad optimistic effort Eto duration using the
following formula:

Duration = A x E°-33 +0.2x([B5]-1.01)
Again the value of A is organisation specific. & past data exists, use a value of 3.0.

These three values are then used in section 21ag avith the results from the other two processes,
to produce a final estimate.
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2.3 PERT Estimation User Guide

1. Divide the project into Estimable Work Units (EWWhese are like modules. They should
be small and self-contained, with clear objectiaed deliverables.

2. For each EWU, one or mohedividual Estimation Form must be filled out. Each estimator
can only fill out one form. The more estimator® Hetter - anyone with at least basic
estimation knowledge can contribute. A descripfameach field on the form is as follows:

Work Unit Name

The name of the work unit this estimation is for.
e Estimator Name

The estimator’'s name, so each estimation can bedraack to their original
estimator.

» Team Size
Number of people that will be working on this wankit.

* Realistic EstimateR )

An estimate for the duration of this work unit,days, if it progresses normally.
* Optimistic Estimate Q)

An estimate for the duration of this work, in daiyst progresses well.
» Pessimistic EstimateR)

An estimate for the duration of this work, in dayst progresses poorly.
3. After collecting allindividual Estimator Formsrecord all estimates in th#ork Unit
Estimate FormsThere must be one of these forms for each EWdegcription of each
field in the form is below:

«  Work Unit Name

The name of the Estimable Work Unit this form is fo
+ Estimator Name

Name of the estimator, who's estimates will beélllbut on the same row.
* Optimistic (O)

Estimator’s optimistic estimate value.
* Realistic R)

Estimator’s realistic estimate value.
* Pessimistic P)

Estimator’s pessimistic estimate value.
* Unadjusted, Weighted Estimatg ()

The weighted average of the optimistic, realisting pessimistic estimates. It is
calculated with the following formula:
O+4R+P
E,=———
6
+ Unadjusted Variancea()

The variance between the optimistic and pessimesticnates. It is calculated with:
2 (P_ sz
o, =|——
6
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» Estimator ConfidenceK )

A modifier used on the final estimate. This valsdased on the estimator’s
previous estimates. See thstimator History Fornfor details on how its value is
found. If there is no existing estimation histdiyen just use the value 1.
A value of one is for accurate estimators (thetingstes will be unmodified).
Values higher than one are for optimistic estimaftend to be below actual
durations). Lower than one is for pessimistic eators (tend to be higher than
actual durations). New estimators start with a anfce value of 1, which means
their estimates will be unmodified.
The confidence can be calculated from previousnedgion history, ideally recorded
on theEstimator History Form

» Adjusted, Weighted Estimaté=( )

The Estimator Confidence is applied onto the We&dghtUnadjusted Estimate to find
this value:
E, =KxE,

+ Adjusted Variance ¢?)

The Estimator Confidence is applied onto the Unstdg Variance to find this
value. The confidence needs to be squared, betdaisariance is also a squared
value:

* Average, Adjusted Estimatéd=( )

The average of all adjusted estimates calculated:

| _3E

n

« Average, Adjusted Variances( )

The average of all adjusted variances calculated:

2
0'3 = —znca

4. After all Average, Adjusted Estimates, and Averag@justed Variances have been
collected, record them down in tReoject Estimate FormThis form consists of the
following fields:

«  Work Unit Name

The name of the Estimable Work Unit, which will leaits estimate and variance
recorded on the same row.
* Average, Adjusted Estimaté=(, )

The value of Average, Adjusted Estimate for thekuamit specified on the same
row.

+ Average, Adjusted Variances()

The value of Average, Adjusted Variance for the kwanit specified on the same
row.

» Total Project VarianceE)

The sum of all Average, Adjusted Estimates. Ihes final estimate of the project:
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E=)E,
+ Total Project Varianced?)
The sum of all Average, Adjusted Variances. Itis tinal variance of the project:

o’=> o}

+ Estimate Standard Deviation
The standard deviation of the estimates:

o=va?

5. Finally calculate the values of optimistic, expelcéad pessimistic duration for the project. We
assume that the duration probability of the profext a normal distribution, and take 2 standard
deviation on either side of the expected valuee gs a 95% confidence interval:

Durationoptimisic = E — 20
Durationexpected :E

Convert the durations from Days to Months, by dividthem by the average number of
working days per month for your organisation. Twtlic this is about 17 days per month.
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2.4 Risk Management

This section deals with identifying risks assodaatgth the project, and then analysing them to
produce a measurement for the amount of risk astsutwith the project.

Identify the risks

Assign probabilities and effort values to the risks
Calculate Risk Exposure (RE) for each risk
Compute the Mean Risk Exposure (MRE)

2.4.1 Identify the Risks

This can be performed using a brainstorming sessitinstakeholders from the project. Risks from
each of the five sections (technology, people, miggdional, tools and requirements) should be
considered. Once the risks are identified, theyikhbe entered into Figure 3.7 in section 3.4. Note
that only risks that are being borne by the orgeioa are entered. If risks have been written dut o
contracts, or passed on to sub contractors, theylgmot be examined in this case. In other words,
it is expected that a risk analysis has been paddr and the critical risks have already been
mitigated.

The five areas to consider when identifying riskesfaom Sommerville (2001):

Technology RisksRisks that are derived from the software or hare technologies that
are used as components of the system being deelope

eg. A database that cannot perform as many traaoeads required.
People Risks Risks that are associated with the people deuadathe product.
eg. The lead programmer leaving the team.

Organisational- Risks which derive from the organisational eamment in which the
software is being developed.

eg. The organisation is restructured so that amanagement team is responsible for the
project.

Tools- Risks that derive from the CASE tools and othgrport software used to develop
the system.

eg. The CASE tools have limitations that were maiwn at the beginning of the project.

Requirements Risks that derive from changes to the customguirements and the process
of managing requirements change.

eg. The client changes the requirements to inchatefeatures.

Note that the sixth area proposed by SommenabBamation has been omitted. For this tool, the
level of uncertainty in the estimates is refleatethe confidence interval, rather than the risk
exposure.
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2.4.2 Assign Values

Each risk identified in step one should now begrs=i a probability of occurring (between 0 and
100%). Figure 2.30 should be used as a guide, ththeyprobabilities do not have to be the exactly
values as given in the table.

Very Low Low Moderate High Very High Extremely
High
5% 20% 40% 65% 75% 90%

Figure 2.30 Guide to calculating the probability of a risk occurring.

Next, for each risk, the required additional effinat would be needed if the risk occurred is
estimated (ie. the impact the risk would have @rdquired effort). This is in the form of person-
days. The values for effort should be entered kigire 3.7.

For example, a risk may be that a library thatst#ware will use has not been used in the
organisation before. We estimate that there is abéfice that the library contains serious errors,
and if this occurs an additional 3 person days elrequired to resolve these issues.

When assigning probabilities to risks, it is im@oittto note that some risks may not be
independent. This creates a problem in risk manageas the risk exposure values can only be
added if the individual risks are independent. Tig known problem with risk analysis, and as yet

no simple methods have been devised to combaistrécommended that the estimator only
consider independent events when using this rigkag@ment technique.

2.4.3 Risk Exposure
Next the Risk Exposure (RE) for each risk should&leulated using the formula given below:
Risk Exposure = Probability x Effort

This should also be entered into figure 3.7.

2.4.4 Expected Risk Exposure (ERE)

The expected risk exposure is calculated by summaaty individual risk exposure and the final
value is entered into the field marked sum. Thesents the expected (average) overrun for the
project and is used in section 2.5.
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2.5 Process Combination User Guide

Once an estimation of optimistic, expected andipessc duration have been obtained from each
of the three method (ie Feature Point Analysis, OMD II, and PERT), these are combined using
Section 3.5.

The weighs for each method are initially 1.0, aredadjusted by the PIR.

Compare the values in the second column of Figievhich are the estimated excepted duration
for the project. If any of these largely disagredt$ the other two, go back and review the process
of obtaining that estimation. Start by using theaklists in section 5 of the estimation tool, aod

a thorough review of that particular estimationgasses. If you still do not obtain a value clase t
the other estimation methods, consider reviewiregatiner methods of estimation. If this is also
not helpful, leave the outlying value out of thédwing equations when combining the durations.

The final values for the optimistic, expected aedgpmistic duration are then calculated using the
following formula:

Final Optimistic Duration [(OLx AWD) +(O2x AW2) +(O3x AW3)
AW1+ AW2 + AW3

(E1x AWD) + (E2x AW?2) + (E3x AW3)
AW1l+ AW2+ AW3

Final Expected Duration

(PLx AWD) + (P2x AW?2) + (P3x AW3)
AWL+ AW2 + AW3

Final Pessimistic Duration

Finally copy the Expected Risk Exposure value datedl in section 3.4 into the field marked ERE.
The ERE represents the expected overrun in reqeiffed for the project. Note that this
measurement does not indicate a duration
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3. Templates

3.1 Feature Point Analysis Templates

3.1.1 Feature Point Count

Figure 3.1
Component Complexity
Low Average High Total

Algorithms x 2= x 3= x 5 =
External Inputs x 3= x 4= X 6 =
External Outputs X 4= x 5= x 7 =
External Inquiries x 3= x 4= X 6 =
Internal Logic Files x 5= x 7= x 10 =
External Interface Files x 5= x 7= x 10 =

Estimator's Comments:

Total Unadjusted
Feature Points
[A1]

Complexity
Multiplier
[A2]

Total Adjusted
Feature Points
[A3]

Page 37 of 88
Printed on 31/05/04



3.1.2 Complexity Multiplier

Problem Complexity:

1) Simple algorithms and simple calculations

2) Majority of simple algorithms and calculations

3) Algorithms and calculations of average compiexi
4) Some difficult or complex algorithms

5) Many difficult algorithms and complex calcutats

Data Complexity:

1) Simple data with few variables

2) Numerous variables, but simple data relatiqrshi
3) Multiple files, fields, and data intersections

4) Complex file structures and data intersections
5) Very complex file structures and data intereest

Sum of Problem and Data | 2 3 4 5 6 7 8 9 10

Complexity

Complexity Multiplier 0.6 07| 08| 09| 10| 11| 124 13 14
Figure 3.2

Complexity Multiplier [A2] =

Estimator's Comments:
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3.1.3 Effort

Hours Per Month (HPM) = (Default is 85)
MMRE =
R(C) = quaion)
Effort opumsic = [A3] x 088 (L~ MMRE) x R(AB] x 088)x— ;M

= Person Months
Effort expected — [As] X R([AB]) X L

HPM
= Person Months

= Person Months

Note: Refer to the PIR section 6.1 for the funcdik, and value of MMRE

3.1.4 Duration

Duration =a Total Effort”

Durationexpected = @ (EffOrt expecte)” = Months
Durationpessimisti(;: a (EﬁOI’t pessimistiab = MOﬂthS

Note: See section 2.1.5 for selecting appropriataes ofa andb

Estimator's Comments:
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3.2 COCOMO Il - Templates

3.2.1 Estimating Size

A To calculate system size, either use unadjustectifbn points (section 2.2.1.1PR
estimate the lines of code on a per module basdits 2.2.1.2)

Using Unadjusted Feature Points

Unadjusted function point count from Function Pd\ntalysis = [B1]
Equivalent SLOC = [B2]
Size of System in KSLOC : ( [B2] / 1000) = [B3]

Estimator's Comments:

Page 40 of 88
Printed on 31/05/04



Direct Estimation

A All values should be entered in kilo lines of smicode (KSLOC)

Module Person A Person B Person C Person D Person E Average

Figure 3.3Initial estimates for module size
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Module Person A Person B Person C Person D | Person E Average

Total [B3]

Figure 3.4 Revised estimates for module size
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3.2.2 Scale Factors

Factor Value
PREC
FLEX
RESL
TEAM
PMAT

Sum [B4] |
Figure 3.5

B=1.01+0.01 x [B4]

Value of exponenB = [B5]

Estimator's Comments:
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3.2.3 Cost Drivers

Driver

Value

RELY

DATA

DOCU

RUSE

TIME

STOR

PVOL

ACAP

PCAP

PCON

AEXP

PEXP

LTEX

TOOL

SITE

CPLX

Product [B6]

Estimator's Comments:

Figure 3.6
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3.2.4 Expected Effort

Value of A = (from PIR or defaulBt6)

Effort = E = A x [B3]® x [B6]

Effort (Person Months) Estimate = [B7]

3.2.5 Confidence Interval

Required Confidence Levgl=

Area under tail of normal curve: = (1) /12 =

Lower cutoff z =

Upper cutoff z =
Optimistic Effort & = [B8]
Pessimistic Effort E= [B9]

3.2.6 Duration

Duration = A x E°-33 +0.2x([B5]-1.01)

Where E is either [B8], [B7] or [B9] for optimistiexpected and pessimistic duration respectively.

Optimistic Duration Estimate: (months)
Expected Duration Estimate: ontins)
Pessimistic Duration Estimate: (months)

Estimator's Comments:
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3.3 PERT Estimation Templates

3.3.1 Individual Estimator Form

Work Unit Name

Estimator Name

Team Size

Estimates (Duration in Days)

Optimistic(O)

Realistic(R)

Pessimisti¢ P)
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3.3.2 Work Unit Estimate Form

Work Unit Name

aoueleA paisnipy

arewns3 paisnipy

22U8pIu0D Jojewnsy

aduelen

arewns3
paybia ‘paisnipeun

onsIwISsad

ansieay

onsiwndo

SWweN Jorewlilsg

2)

(K) (E.) (o

2)

(R) (F) (E,) (o

(O)

Average, Adjusted Estimaté( )
Average, Adjusted Variances( )
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3.3.3 Project Estimate Form

Average, Adjusted Estimate Average, Adjusted
Work Unit Name (E,) Variance @)

Total Project EstimateK)

Total Project Varianced?)

Estimate Standard Deviatiow )

Durationeptimisic = E —20 = Days = Months
Durationexpected =E = Days = Months
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3.4 Risk Management Templates

Risk

Probability

Effort

RE = Probability x
Effort

ERE

Figure 3.7 Risk Management Template
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3.5 Process Combination Templates

Revision Number

Performed By

on

Method Optimistic Expected Pessimistic Accuracy
Estimation of Duration Estimation of Weight
Duration Duration

Feature Point | [O1] = [E1] = [P1] = [AW1] =

Analysis

cocomMo 1l [02] = [E2] = [P2] = [AW2] =

Analysis

PERT Analysis| [0O3]= [E3] = [P3] = [AW3] =

Figure 3.8

O =Final Optimistic Duratio

E =Final Expected Duration

P =Final Pessimistic Duration= (P1x AWI) + (P2x AW2) + (P3x AW3) =

ERE =Expected Risk Exposure=

Next revision due in

_ _ (OLx AW +(02x AW2) +(O3x AW3) _

AW1+ AW2+ AW3

_ (E1x AWD) + (E2x AW2) + (E3X AW3) _

AW1+ AW2+ AW3

AWL1+ AW2+ AW3

months

Estimator's Comments:

(person —days)
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4.0 Estimation Review Triggers

As mentioned in section 1.5, the estimation proséssild be performed regularly throughout a
project’s life, so that the estimates are alwaysedaon up to date information. This will lead to a
set of revisions in the estimation process, whaoh eevision should produce an estimate with a
higher degree of accuracy than the last.

Performing a revision is identical to performing tinitial estimation. Copies should be made of the
templates (section 3) and the checklists (sectjan8 then completed as per the user guide. When
the estimation process is complete, a differenviddal should user the checklists to identify any
problems with the estimation.

The following events should be used to trigger stimeation review.

Problem Changes

This is the most common cause to trigger a nevsi@viof the estimation. Whenever information
about the problem changes (ie. through a chantieeteequirements specification), a new revision
should be prepared. This will ensure that all dtakders are aware of the effect that the changes
have had on the estimate, and can often dispéjukiea few small changes” myth.

Resources Change
Any change in the resources available to a pragjeculd trigger a new revision. For example this
could occur when:

* Personnel join or leave
* The development platform changes
* Specific resources become unavailable (ie testangvirare etc.)

Milestones

The completion of a project milestone should trigg@ew revision. Generally at the completion of
a milestone, new information about the project Wdtome available (due to decisions having to be
made in order to meet the milestone). This wiltléaan increased accuracy of the next revision.

Elapsed Time

The “catch all” trigger. If no revision has beenfpemed within a specified period of time, this
should trigger a review. The period of time to penf the next revision should be set once a
revision has been completed. The amount of tindejendant upon the organisation and project,
though for any reasonable sized project (more éharonths duration), the authors suggest
performed at least 4 revisions over the lifetiméhaf project, or at least every two to three manths
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5.0 Checklists

These checklists should be completed at the eeddai estimation by a person other than those
who performed in initial estimation. They assistdantifying errors that may have been made
during the estimation process. Once complete, sheyld be signed, and stored with the completed
estimation templates for future reference.

5.1 Feature Point Analysis Checklist

ltem Check

The total number of each component type (i.e. @lgoss, external inputs, external
outputs, external inquiries, internal logic filesd external interfaces files) has been
determined.

The components are classified as being of low, amadir high complexity according
to guidelines in section 2.1.3 . Appropriate valaesput in figure 3.1 .

The raw feature points for the components are sudnupecorrectly on the right hand
side of Figure 3.1, to give Total Unadjusted Feaoint Count [A1l].

In section 3.1.2, an appropriate value betweendlsas chosen for Problem
Complexity and Data Complexity, and written in girevided space.

The sum of the values for Problem and Data Comiiesxare used to pick the correct
factor from Complexity Table in Figure 3.2. Thafor is written back into Figure
3.1.1[A2]

The unadjusted feature point count [Al] is correatlultiplied with the complexity
multiplier [A2], to produce the Total Adjusted Feat Point Count [A3].

In section 3.1.3 a value for Hours Per Month (HRM)the organisation is picked

In section 3.13 the value of MMRE, and the functiR(&) are correctly stated, based
on the PIR for feature points (section 6.1)

In section 3.13 values of optimistic, expected, pesisimistic duration are correctly
calculated using the provided formulae and pararsete

Durations are correctly derived from effort valuesection 3.1.4

Checked by Signature

Date
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5.2 COCOMO Il Checkilist

ltem Check

Ensure that the size has been correctly estimategibg unadjusted feature
points (section 2.2.1.1). Ensure they have beererted to KSLOC correctly,
pay particular attention to the division by a faab1000 (ie. KSLOC rather than
LOSC)

OR

If the size has been estimated directly, ensurtethigaprocess of estimation has
been carried out as specified in section 2.2.102h Bigure 3.3 and 3.4 should
have been completed, using Delphi techniques. Erthat the unit calculated fa
B3 are in thousands of lines of source code.

-

The five scaling factors (PREC, FLEX, RESL, TEAMJdPAMAT) have all been
calculated. Decisions have been accounted for.

The exponen has been calculated correctly

Values have been assigned to the 17 cost drivesssdis have been given for
any factors that were deemed not relevant. Allslens have been justified

The expected effort has been calculated correctly

The confidence factorhas been set, a value foicalculated, the values for z
and z obtained and finally values forBRnd k) calculated.

The expected, pessimistic and optimistic valuesltoation have been
calculated.

Checked by Signature

Date
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5.3 PERT Estimation Checklist

Individual Estimator Forms

ltem Check
Estimable Work Units do not share any common gdash unit should be its

own self-contained piece of work.

Estimable Work Units are as small as feasibly godssEmaller units are easier

to estimate for.

Each estimator’s name is filled out, so all indiadl estimations can be accounted

for.

No estimators have the same names. If there ardlarythey should be
differentiated, somehow; either by including theiddle names, or appending ¢
number to each (i.e. “John Smith #1").

57

The realistic R), optimistic (O), and pessimistid() estimates are correct,
relative to each other. Pessimistic should be itjedst, followed by realistic, an

optimistic should be the lowest. That is, the faflog condition should hold true:

P>R>0

Work Unit Estimate Forms

Iltem

Check

All the individual estimators have made their esties for the work unit.
Otherwise estimations will need to be re-proce$s®ed this step onwards, if
there are any more additions or modifications todktimates.

The Work Unit name has been filled out and is azrrall the individual
estimates put into this form must have matching kNidmit names, too.

The estimator’'s name and their corresponding egtisniaave been transferred
properly from their individual form to the Work Urktstimate form. The values
should match.

The Unadjusted, Weighted Estimates, and Varianaes heen calculated
correctly.

The value for the Estimator Confidence is the labes used. Make sure all
estimation history is recorded and up-to-date,thatithe Estimator Confidence
value used, is based on those values.

The Adjusted Estimates, and Adjusted Variances baea calculated correctly

The Average, Adjusted Estimates and Variances haea added up and

calculated correctly.
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Project Estimate Form

Iltem

Check

All Work Unit Estimate forms have been filled oot fall Work Units

The values from each individual Work Unit Form hdeen copied into the
Project Estimate form correctly

The Total Project Estimate and Total Project Vare&ahave been added up
correctly.

Estimator History Form (PIR)

Iltem

Check

The Estimator Name is filled out correctly with aid name.

There are no duplicate forms for the same estim&toictly one form per
estimator.

Work Unit Names have been copied over correctly.

Values for each Unadjusted, Weighted Estim&g)( and Actual DurationA ),

corresponds correctly with the Work Unit Name, giv the same row.

Difference values have been calculated correctly

All the latest estimates and actual durations heen recorded.

The Estimator ConfidenceK() is based on all the latest values given in tmefo

and has also been calculated correctly.

Checked by Signature

Date
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5.4 Risk Management Checklist

Item

Check

Ensure that all five areas have been considered vdeatifying risks

Check that reasonable values have been assigileel tisk probabilities

Check that reasonable values have been assigtleel tisk impacts (effort)

Check that all risk exposures have been correellyutated.

Check that the expected risk exposure has beeeaatiyrcalculated.

Checked by

Date

Signature
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5.5 Process Combination Checklist

Item

Check

All relevant values have been copied correctly Figure 3.8

Any outliers have been identified, and have triggea review of the appropriatg
method.

U

The final values for the optimistic, expected aedgmistic duration have been

calculated correctly

Checked by Signature

Date
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6.Project Database and Post-Implementation Review

This section deals with tuning the estimation toobrganisation. At the completion of each
project, relevant information should be entered the databases, and a post implementation
review (PIR) conducted. This adjusts a number dfasused throughout the estimation process,
which will tailor the tool for the organisation,@&mcrease the accuracy of subsequent estimates.
As previously mentioned, the feature points and O®IO processes depend heavily on past data
being available and so the PIR plays a critical pathe estimation process. Don't leave it out!

6.1 Feature Point Database and PIR
This section develops a function to convert the Ineinof feature points into a value for effort.
The following information will be needed for eactoject:

» Total Actual Effort (person hours)
* Final Feature Point Count

The information should be entered into the secamtithird columns of Figure 6.1. The first
column should contain the name (or identifier)rd project.

Project | Total Actual | Final Feature | Actual Hours | Predicted Magnitude of
Name | Effortin Point Count per Feature value of Relative Error
Person Hours | (C) Point (R) = Hours per of R (MRE)
(E) (E)/(C) Feature Point
(R)
MMRE
Figure 6.1
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Next, for each project calculate the number of bquer feature point (R) , given by:
R=E/C
And enter the result into column four.

The value of R is a function of C. ie.
R(C) = £(C)

Solve for f(C) by plotting final hours per featyeint (R), against final feature point count (C),
from the above table and drawing a best fit grapbyousing a suitable software package. We

recommend an exponential model of the fofrflC) = ae€““ wherea andk are constants, or a

power function of the formf (C) = aC® wherea andb are constants.

Now that the function f(C) has been found, calaithe value of R™ for each project. In the case
where more than one project exists in the dataltase/alue of R™ must be re-calculated using the
latest equation for f(C) for each project.

Calculate the Magnitude of Relative Error of Rhie tibove table using the following equation:

MRE:|R'_R|

To calculate the Mean Magnitude of Relative Ersamply take the mean of the MREs for the
previous projects:

MMRE:EZ MRE
nis

Where n is the number of previous projects, and M&the Magnitude or Relative Error for tHe i
project.

The value of MMRE is used in the feature pointraation, to provide a confidence interval.
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6.2 COCOMO Il Database and PIR

The COCOMO II PIR consists of two parts:

Revise the feature point to KSLOC factors
Revise the value of A

The first part will only have to be performed fopjects that estimated size from the number of
feature points. If the size for the COCOMO mode$watimated directly, proceed to the second
part of the COCOMO PIR.

6.2.1 Feature Point to KSLOC factor

The following information will be required:

Final Feature Point count (C)
Actual size in KSLOC (S).

A It is imperative that the standards agreed for togdines of code are adhered to. A
checklist similar to that in Appendix B should bsed as a guide on how to count lines of code.

Enter the values for C and S into Figure 6.2.

Project Language Final Feature Point| Actual KSLOC (S) | KSLOC per FP
Count (C) (F)
Average
Figure 6.2
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To find the feature point to KSLOC factor (F) fospecific language, calculate the value for the
number of kilo lines of code per feature point gsihe formula given below and enter the result
into column five.

F=S/C

Take the average of the values in the fifth colomly for projects that used the required
language). This can be entered into Figure 2.6 used as the new conversion factor.

If the values of S/ C show a large variation, edesgraphing the values of C and S/ C, and fjttin
a function to the graph. This will result in an atjon of the form:

F(C) = f(C)

Where f(C) is an appropriate function (linear, exguatial etc.). This is similar to the method used
for the Feature Point PIR (section 6.1)

6.2.2 Value of A

The following information will be required:

* Actual size in KSLOC (S)

* Thef value used in the estimation
* The M value used in the estimation
» Total Actual Effort (person months)

Enter the values for $,and M into Figure 6.3.

Next calculated the value of E, using the followfogmula:
E=FxM

Calculate the value for A’ for each project, usihg following formula:
A=E/F

Finally, average to values of A’, to produce a nalue A. This value can then be used in
subsequent estimates. It should lie somewhere ket&& and 3.0.
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Project Actual Estimated | Estimated | E Actual Effort | A’
KSLOC (S) B M (E)
Average (A)
Figure 6.3
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6.3 PERT Database and PIR

As each Estimable Work Unit is finished, during tleerelopment of the project, each estimator
should record the actual time for completion. Tikigritten in their own, person&stimator
History Form From a comparison between their own estimatebitze actual durations, their
Estimator Confidence value can be calculated. Arietson of each field in th&stimator History
Formis below:

» Estimator Name

The name of the estimator, who's estimates wiltdmorded on the same form.
«  Work Unit Name

Name of the work unit, which will be described be same row.
* Unadjusted, Weighted Estimatg ()

The estimator’'s Unadjusted, Weighted EstimateHerwork unit given.
e Actual Duration @A)

The actual time it took for the given work unitdomplete.
» Difference D)

The difference between the estimator’s time anchtieal time. Calculated with:
A-E,
A

D=

» Estimator ConfidenceK )

The final calculated value for the Estimator Coefide. It is basically based on the
average of all the differences. Find it with théédwing formula:

K =1+ 20

n
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Estimator Name

Unadjusted,
Weighted Actual Duration
Work Unit Name Estimate €, ) (A) Difference D)
Figure 6.4

Estimator ConfidenceK )
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6.4 Process Combination Database and PIR
This section adjusts the weights for the individmaldels in the final combination formula.
The following information is required:

* Actual duration (D)

» Expected duration from Feature Points (E1)
* Expected duration from COCOMO (E2)

» Expected duration from PERT (E3)

Enter the values into Figure 6.5, along with thejgxt name (or identifier).
Compute the accuracy of each process using traafiolg formula:

D
|E1-D|

AW =

and enter the values into Figure 6.5.

Finally calculate the geometric mean of the acaasafor each process using the following
formula:

Geometric Mean = (= (I_l X))
1=1

n 1
n

Where the values for are the individual cells in a particular columnile is the number of
values averaged. The final values for each weighttben be used in subsequent estimations.
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Project| Actual Feature Point COCOMO Il | PERT Accuracy | Accuracy | Accuracy
No. Duration | Analysis Estimation | Estimation| weight of | weight of | weight of
(D) Estimation (Expected) | (Expected) E1 = E2 = E3 =
(Expected) [AW1] = | [AW2] = | [AW3] =
[E1] [E2] [E3] D D D
|E1-D| | |E2-D]| | |[E3-D|

Geometric Mean

Figure 6.5
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7.0 Estimation Example
7.1 Problem Statement

This section demonstrates the use of the toolttmate a simple software project. The project
under question formed part of the assessment éoAliporithms 300 Course, during semester 1,
2004 at the University of Western Australia. A ghaescription of the project and relevant details
is provided below.

The goal of the project was to provide an impleragon of the Edmonds-Karp algorithm, which
would calculate the maximum flow through a netwdrke network consisted of vertices (nodes)
and edges as shown in Figure 7.1.

D——O

Figure 7.1

Each edge has a specific capacity (shown on tiggadimabove). Using the analogy of a water
network, the edges represent pipes, and the athreddlgorithm is to determine the maximum
amount of water (flow) that can be moved betweernvidgrtex marked s (the source) and the vertex
marked t (the sink). For more information on therBads-Karp algorithm, consult a book such as
Introduction to AlgorithmgCorman et al. 2001)

Data representing the network was supplied ineaitila form similar to that shown below:

QOO OoO N~

QOON
S oou
oOwhrO

The program was to have a graphical user interfab&h would allow the user to load a data file,
view the network on screen, and then be able tah@mlgorithm and view the results. In addition,
a command line version was developed which simphted the maximum flow.
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7.2 Feature Points Example

7.2.1 Feature Point Count
The following feature points where identified:

Algorithms:

» Parsing

* Normalising the network

» Breath first search

* Finding the augmenting path

* Adjusting the flows and calculating residuals

External Inputs
* The data file

External Outputs

 Command line output

» GUI dialog

e GUI display (vertices and edges)

External Inquiries
(none)

Internal Logic files

* Vertex

* Edge

* Adjacency List
* Graph

e Queue

External Interface files
(none)

Next the complexity of each feature point was cded. All was ranted low except the graph
normalisation and the GUI display, which were ragdrage. This data was entered into Figure 7.2
and gave an unadjusted feature point count of 54.

Page 68 of 88
Printed on 31/05/04



Component Complexity
Low Average High Total
Algorithms 4 x 2= 8 1 x3=_ 3 0 x5 = 0 11
External Inputs 1 x3= 3 0 x4=_0 0 x6=_0 3
External Outputs 2 x4=_8 1 x5=_5 0 x7=_0 13
External Inquiries 0 x3= 0 0 x4=_ 0 0 x6=_0 0
Internal Logic Files 4 x 5= 20 1 x7=_7 0 x10=_0 27
External Interface Files 0 x5= 0 0 x 7= 0 x10=_ 0 0
Total Unadjusted
Feature Points
[A1]
54
Complexity
Multiplier
[A2]
1.0
Total Adjusted
Feature Points
[A3] 54

Figure 7.2
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7.2.2 Complexity Multiplier
Problem Complexity: 3

1) Simple algorithms and simple calculations

2) Majority of simple algorithms and calculations

3) Algorithms and calculations of average compiexi
4) Some difficult or complex algorithms

5) Many difficult algorithms and complex calcutats

Data Complexity: 3

1) Simple data with few variables

2) Numerous variables, but simple data relatiqushi
3) Multiple files, fields, and data intersections

4) Complex file structures and data intersections
5) Very complex file structures and data interieest

Sum of Problem and Data | 2 3 4 5 6 7 8 9 10

Complexity

Complexity Multiplier 0.6 07| 08| 09|10 |11 |12 |13 | 14
Figure 7.3

Complexity Multiplier [A2] = __ 1.0

Estimator's Comments

The problem complexity was rated as 3 (averagetfamdata complexity was also rated as 3 (d

to the use of queues, lists and vectors).

This gave a sum or 6, which translates to a conitylexultiplier of 1.0

The final adjusted feature point count is then 54.
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7.2.3 Effort

Hours Per Month (HPM) = __ 85 (Default is 85)
MMRE = 0
R(C) = 1.4 &0003049¢C (Equation)
Effort opumsic = [A3] x 088 (L~ MMRE) x R(AB] x 088)x— ;M

= 0.80 Person Months
Effort expected — [AG] X R([AB]) X L

HPM
= 0.91 Person Months

= 1.02 Person Months

Note: Refer to the PIR section 6.1 for the funcdiR, and value of MMRE

7.2.4 Duration

Duration =a Total Effort”®

Durationexpected =a (Eﬁort expecteab = 24 MonthS

Note: See section 2.1.5 for selecting appropriataes ofa andb

Estimator's Comments:

Since no past data was available, we used theisddpimula for R(C) = 1.41 &%9%3049¢C Ag

noted in the user guide, the lack of past dataicesthe value of the confidence interval.

The system was determined to be organic, which gav&5 and b = 0.38.
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7.3 COCOMO Il - Templates

7.3.1 Estimating Size

A To calculate system size, either use unadjustectiin points (section 2.2.1.1DR
estimate the lines of code on a per module bas@i¢n 2.2.1.2)

Using Unadjusted Feature Points

Unadjusted function point count from Function Pdnialysis = 54 [B1]
Equivalent SLOC = 1242 [B2]
Size of System in KSLOC : ([B2] / 1000) = 24P [B3]

Estimator's Comments:

In this project we decided to estimate size froatdee points, rather than perform direct estimation
for the number of lines of code. As it happened,dghtimated value was 1.242 KSLOC which was
remarkably similar to the actual value for the pobjof 1.228 KSLOC. This completely changed
the group’s faith in estimation tools!
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7.3.2 Scale Factors

Factor Value

PREC 2
FLEX 1
RESL 5
TEAM 2
PMAT 4

Sum 14 [B4]|
Figure 7.4

B=1.01+0.01x [B4]

Value of exponenB = 1.14 [B5]

Estimator's Comments:

PREC - this type of project was generally famit@the group. All members has past experience

in Java and two of the three members had experientava GUIs.

FLEX — The team had a fair degree of flexibilitytire development process. The main objectives
were specified, but the team had to have bi-weeldgtings and complete minute sheets.

RESL — no risk resolution was in place.

TEAM - Interactions in the team were largely co+apiee. Although this was a new team which

had no previous experience working together.

PMAT — No software improvement process was in place
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7.3.3 Cost Drivers

Driver Value
RELY 0.88
DATA 0.93
DOCU 1
RUSE 1
TIME 1
STOR 1
PVOL 0.87
ACAP 1
PCAP 0.87
PCON 1
AEXP 1
PEXP 0.88
LTEX 0.91
TOOL 1.2
SITE 0.85
CPLX 0.952
Product [B6]|0.4816
Figure 7.5

Estimator's Comments:

RELY — The software was not mission critical, esrarhile no desired did not pose a large risk
DATA — The size of the data files was estimatedeéat most a few hundred kilobytes. This meant
the D/P factor was less than 1.
DOCU - The amount of documentation required wagitite size for the project. All methods
were required to have Javadoc, and a short usenahams to be produced.
RUSE — while components were not expected to beedsunterfaces between modules were we
defined and the application design was modular.
TIME — execution time was not an issue
STOR - storage was not an issue
PVOL - the platform was well defined (Java 1.4) atable
ACAP — the analyst capability was estimated torbéhé 55 to 78 percentile.
PCAP — the programmer capability was estimatecetmtthe 75 percentile
PCON — personnel turnover was not a factor (s&j to
AEXP — application experience was approximatelyary
PXEP — platform experience was between 2 and 3year
LTEX — language and tool experience was also bet®esgnd 3 years
TOOL — No CASE tools were used.
SITE — The project team were in the same buildorgtie majority of the project.
CPLX — The average of the CMPX factors came t02.95

Control — Nominal

Computational — Nominal

Device dependant — Low

Data Management — Low

Ul Management — Nominal
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7.3.4 Expected Effort

Value of A= _3.0 (from PIR or defaalB.0)

Effort = E = A x [B3]® x [B6]

Effort (Person Months) Estimate = _1.84 B7][

7.3.5 Confidence Interval

Required Confidence Levgl= 0.95

Area under tail of normal curve: = (1) /2 =___0.025
Lower cutoff z = -1.96

Upper cutoff z = 1.96

Optimistic Effort & = 0.65 [B8]

Pessimistic Effort E= 3.66  [B9]

7.3.6 Duration

Duration = A x E°-33 +0.2x([B5]-1.01)

Where E is either [B8], [B7] or [B9] for optimistiexpected and pessimistic duration respectively.

Optimistic Duration Estimate: 2.57 (months)
Expected Duration Estimate: 3.73 (months)
Pessimistic Duration Estimate: 4.78 (months)

Estimator's Comments:

As no past data was available, the value of A we&a$0s3.0
A 95% confidence interval was selected.

The estimation was done at the end of the requimésrenalysis stage (but before detailed design
commenced)
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7.4 PERT Estimation Example

The project was divided into 6 work units:

Base Classes
These were the basic classes used to representjdws required by the algorithm. The initial
classes identified were; Edge, Vertex, Adjacendyarsl Graph

Parser
This would parser the data file into the data $tnes required by the rest of the program

Breath First Search (BFS)
This was the algorithm that would perform a brdagi search on the residual network

Edmonds Karp
This was the main algorithm, responsible for s@wime maximum flow problem

GUI
This was the user interface code.

User Manual
This was the manual to describe how to use thesysind also explain the output from some
trial runs.

This example shows forms completed by two estinsdimrthe work unit classes “Base Classes”.
The other forms for the other units have been eahitor clarity, although the procedure is
identical.

Due to the small size of the project, the duratiese estimated in hours and converted to days,
using the ratio of 5 working hours per day.
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7.4.1 Individual Estimator Forms

Work Unit Name

Base Classes

Estimator Name

SN

Team Size

Estimates (Duration in Days)

Optimistic(O) Realistic(R) Pessimisti¢ P)
0.4 1 3
Figure 7.6
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Work Unit Name

Base Classes

Estimator Name

PM

Team Size

Estimates (Duration in Days)

Optimistic(O) Realistic(R) Pessimisti¢P)
2 3 5
Figure 7.7
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7.4.2 Work Unit Estimate Form

Work Unit Name | Base Classes
3 3
S o @ Q
) (o) i) < 2
S = ‘S £ 8
c ; o) = =
z I3 S @) N c>5
— (@] +— Q —
o E=] o 2 v o () o ° °
s z 7 E 2T = g % &
= £ 5 7 g £ g £ =1 El
n o &) (&) cwnw @®© n © ©
w O @ o Dul > L < <
(O) (R) (F) (E,) (07) (K) (E.) (03)
SN 0.4 1 3 1.07 0.187 1 1.07 0.187
PM 2 3 5 3.1 0.25 1 3.1 0.25
Figure 7.8

Average, Adjusted Estimaté( ) | 2.1
Average, Adjusted Variances{) | 0.22
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7.4.3 Project Estimate Form

Average, Adjusted Estimate Average, Adjusted

Work Unit Name (E,) Variance @7 )
Base Classes 2.1 0.22
Parser 0.7 0.19
BFS 1.2 0.37
Edmonds Karp 2.3 0.43
GUI 4.1 0.78
User Manual 1.8 0.11
Figure 7.9
Total Project EstimateR) 12.2
_ _ , 121
Total Project Varianced*)
. L 1.45
Estimate Standard Deviatiow ()
Durationoptimisic = E —20 = 9.3 Days =__0.55 Months
Durationexpected =E = 12.2 Days =__0.72 Months

Effort in person days was converted to person nsouating the ratio of 17 working days per
month.
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7.5 Process Combination Templates

Revision Number | 1

Performed By SN, PM, SW

on
Method Optimistic Expected Pessimistic Accuracy
Estimation of Duration Estimation of Weight
Duration Duration
Feature Point | [O1] =2.3 [E1l]=24 [P1]=25 [AW1]=1.0
Analysis
cocomMol i [02] = 2.57 [E2] =3.73 [P2]=4.78 [AW2] =1.0
Analysis
PERT Analysis| [O3]=0.55 [E3] =0.72 [P3]=0.88 [AWS]1.0
Figure 7.10
O =Final Optimistic Duration = (OLx AWI) + (02x AW2) + (03X AWS) _ _1.80__ Months

AW1+ AW2+ AW3

E =Final Expected Duration = (ELXAWD) + (E2x AW2) + (E3x AW3) =

2.28  Months

AW1+ AW2+ AW3
P =Final Pessimistic Duration= (P1x AWI) + (P2x AW2) + (P3x AW3) = 2.72 Months
AW1+ AW2+ AW3 - -
ERE =Expected Risk Exposure= (person —days)
Next revision due in 1 months

Estimator's Comments:

Risk analysis was not performed in this example.

Interestingly enough the total time taken to cortgthe project was 54 hours, 10.8 person days or
0.63 person months. This did not include time faugp meetings which would have added another

27 hours to the project.

Obviously there is a discrepancy between the timegels used. Being a small project, the numbers

used in the feature point and COCOMO models werehnhmwer than the values that would
typically be encountered in reasonably sized ptsjdtis quite likely that the models are not dal

for such small numbers, and in this case the PERmate should been given a higher rating. This

would take place in the PIR section.
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8. Glossary

COCOMO - Constructive Cost Model. A method for evaluating effort required to develop
software given an estimate of the software’s size.

ERE — Expected Risk Exposure. An indication of the ammf additional effort the project will
require, if the expected number of risks occur.

HPM — Hours per month. Highly orgnaisational dependarthis tool a default values of 85 hours
per months has been used (5 hours per day, 17peaysonth)

KSLOC - Kilo Source Lines of Code. See SLOC
MMRE - Mean Magnitude of Relative Error. The averagthefMRE for all data points

MRE — Magnitude of relative error. The variation betwehe estimated value and the actual value
for an individual data point.

PERT — Program Evaluation and Review Technique. Anregtion technique based on individual
estimates from a group of people. The differenawéen each individual's estimate can also be
used to calculate the standard deviation.

PIR — Post Implementation Review. A procedure thaeigormed at the end of the project, to tune
the parameters used by the estimation tool aneéaserthe accuracy for future estimations.

RE — Risk Exposure. A measure of the severity otk fround from multiplier the probability the
risk occurs by the impact in the event that thke oiscurs.

Revision- One iteration of the estimation tool. It is egfe& that many revisions (estimates) will
be prepared for each project. See section 4.0 @t @tents should trigger a revision.

SLOC — Source Lines of Code. Use to describe the numiares of code contained within a
program
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Appendix A — Cumulative Probabilities for the Norma
Distribution

P(Z<z) where Z ~ N(0,1)

z 0 0.01 0.0z 0.0t 0.04 0.0t 0.0¢€ 0.07 0.0¢ 0.0¢
-3 0.001: 0.001¢ 0.001: 0.001¢ 0.001: 0.001¢ 0.001: 0.001: 0.001¢ 0.001:
-2.€ 0.001¢ 0.001¢ 0.001¢ 0.001¢ 0.001¢ 0.001¢ 0.001¢ 0.001¢ 0.001¢ 0.001¢
-2.€ 0.002¢ 0.002¢ 0.002¢ 0.002¢ 0.002¢ 0.002¢ 0.002¢ 0.002¢ 0.002¢ 0.002¢
-2.7 0.003¢ 0.003¢ 0.003¢ 0.003¢ 0.003¢ 0.003¢ 0.003¢ 0.003¢ 0.003¢ 0.003¢
-2.€ 0.004¢ 0.004¢ 0.004¢ 0.004¢ 0.004¢ 0.004¢ 0.004¢ 0.004¢ 0.004° 0.0047
-2.E 0.006: 0.006: 0.006: 0.006: 0.006: 0.006: 0.006: 0.006: 0.006: 0.006:
-2.4 0.008: 0.008: 0.008: 0.008: 0.008: 0.008: 0.008: 0.008: 0.008: 0.008:
-2.2 0.010¢ 0.010¢ 0.010¢ 0.010¢ 0.010¢ 0.010¢ 0.010¢ 0.010¢ 0.010° 0.010°
-2.2 0.013¢ 0.013¢ 0.013¢ 0.013¢ 0.013¢ 0.013¢ 0.013¢ 0.013¢ 0.013¢ 0.013¢
-2.1 0.017: 0.017° 0.0177 0.017% 0.0177 0.017% 0.017% 0.017: 0.017¢ 0.017¢
-2 0.022¢ 0.022¢ 0.022¢ 0.022¢ 0.022¢ 0.022¢ 0.022¢ 0.022¢ 0.022¢ 0.022¢
-1.¢ 0.028¢ 0.028¢ 0.028¢ 0.028¢ 0.028¢ 0.028¢ 0.028¢ 0.028¢ 0.028° 0.028°
-1.€ 0.035' 0.035° 0.035% 0.035’ 0.035% 0.035’ 0.035% 0.035% 0.035¢ 0.035¢
-1.7 0.044: 0.044: 0.044: 0.044: 0.044: 0.044: 0.044: 0.044: 0.044¢ 0.044¢
-1.€ 0.054¢ 0.054« 0.054¢ 0.054« 0.054¢ 0.054« 0.054¢ 0.054¢ 0.054¢ 0.054¢
-1.8 0.066¢ 0.066+ 0.066¢ 0.066¢ 0.066¢ 0.066¢ 0.066¢ 0.066¢ 0.066¢ 0.066¢
-1.4 0.080: 0.080: 0.080: 0.080: 0.080: 0.080: 0.080: 0.080: 0.080¢ 0.080¢
-1.2 0.096: 0.096: 0.096: 0.096: 0.096: 0.096: 0.096: 0.096: 0.096¢ 0.096¢
-1.2 0.114¢ 0.114« 0.114¢ 0.114« 0.114¢ 0.114« 0.114¢ 0.114¢ 0.115: 0.115:
-1.1 0.134¢ 0.134¢ 0.134¢ 0.134¢ 0.134¢ 0.134¢ 0.134¢ 0.134¢ 0.135° 0.135%
-1 0.157¢ 0.157¢ 0.157¢ 0.157¢ 0.157¢ 0.157¢ 0.157¢ 0.157¢ 0.158° 0.158°
-0.¢ 0.183: 0.183: 0.183: 0.183: 0.183: 0.183: 0.183: 0.183: 0.184: 0.184:
-0.€ 0.210¢ 0.210¢ 0.210¢ 0.210¢ 0.210¢ 0.210¢ 0.210¢ 0.210¢ 0.211¢ 0.211¢
-0.7 0.240¢ 0.240¢ 0.240¢ 0.240¢ 0.240¢ 0.240¢ 0.240¢ 0.240¢ 0.242( 0.242(
-0.€ 0.273: 0.273: 0.273: 0.273: 0.273: 0.273: 0.273: 0.273: 0.274: 0.274:
-0.£ 0.307¢ 0.307¢ 0.307:¢ 0.307:¢ 0.307:¢ 0.307:¢ 0.307¢ 0.307¢ 0.308¢ 0.308¢
-0.4 0.343¢ 0.343! 0.343¢ 0.343¢ 0.343¢ 0.343: 0.343¢ 0.343¢ 0.344¢ 0.344¢
-0.2 0.380¢ 0.380¢ 0.380¢ 0.380¢ 0.380¢ 0.380¢ 0.380¢ 0.380¢ 0.382: 0.382:
-0.2 0.419¢ 0.419¢ 0.419¢ 0.419¢ 0.419¢ 0.419¢ 0.419¢ 0.419¢ 0.420° 0.420°
-0.1 0.458¢ 0.458¢ 0.458¢ 0.458¢ 0.458¢ 0.458¢ 0.458¢ 0.458¢ 0.460: 0.460:
0 0.498¢ 0.498t¢ 0.498¢ 0.498¢ 0.498¢ 0.498¢ 0.498¢ 0.498¢ 0.500( 0.500(

0 0.501¢ 0.501« 0.501« 0.501« 0.501« 0.501« 0.501« 0.501¢ 0.500( 0.500(
0.1 0.541: 0.541: 0.541: 0.541% 0.541: 0.541% 0.541: 0.541: 0.539¢ 0.539¢
0.z 0.580¢ 0.580¢ 0.580¢ 0.580¢ 0.580¢ 0.580¢ 0.580¢ 0.580¢ 0.579¢ 0.579¢
0.2 0.619: 0.619: 0.619: 0.619: 0.619: 0.619: 0.619: 0.619: 0.617¢ 0.617¢
0.4 0.656" 0.656° 0.656" 0.656' 0.656" 0.656' 0.656" 0.656" 0.655¢ 0.655¢
0.t 0.692: 0.692° 0.6927 0.692° 0.6927 0.692° 0.6927 0.692: 0.691¢ 0.691¢
0.€ 0.726¢ 0.726¢ 0.726¢ 0.726¢ 0.726¢ 0.726¢ 0.726¢ 0.726¢ 0.725° 0.725
0.7 0.759: 0.759: 0.759: 0.759: 0.759: 0.759: 0.759: 0.759: 0.758( 0.758(
0.& 0.789: 0.789: 0.789: 0.789: 0.789: 0.789: 0.789: 0.789: 0.788: 0.788:
0.¢ 0.816¢ 0.816¢ 0.816¢ 0.816¢ 0.816¢ 0.816¢ 0.816¢ 0.816¢ 0.815¢ 0.815¢
1 0.842: 0.842: 0.842: 0.842: 0.842: 0.842: 0.842: 0.842: 0.841: 0.841%
11 0.865! 0.865! 0.865: 0.865! 0.865: 0.865! 0.865: 0.865! 0.864: 0.864:¢
1.z 0.885¢ 0.885t¢ 0.885¢ 0.885t¢ 0.885¢ 0.885t¢ 0.885¢ 0.885¢ 0.884¢ 0.884¢
1.3 0.903¢ 0.903¢ 0.903¢ 0.903¢ 0.903¢ 0.903¢ 0.903¢ 0.903¢ 0.903: 0.903:
14 0.919¢ 0.919¢ 0.919¢ 0.919¢ 0.919¢ 0.919¢ 0.919¢ 0.919¢ 0.919: 0.919:
1t 0.933¢ 0.933¢ 0.933¢ 0.933¢ 0.933¢ 0.933¢ 0.933¢ 0.933¢ 0.933: 0.933:
1.€ 0.945¢ 0.945¢ 0.945¢ 0.945¢ 0.945¢ 0.945¢ 0.945¢ 0.945¢ 0.945: 0.945;
1.7 0.955¢ 0.955¢ 0.955¢ 0.955¢ 0.955¢ 0.955¢ 0.955¢ 0.955¢ 0.955¢ 0.955¢
1. 0.964¢ 0.964: 0.964¢ 0.964: 0.964¢ 0.964: 0.964: 0.964: 0.964: 0.964:
1.¢ 0.971¢ 0.971¢ 0.971¢ 0.971¢ 0.971¢ 0.971¢ 0.971¢ 0.971¢ 0.971: 0.971%
2 0.977+ 0.977: 0.977+ 0.977: 0.977+ 0.977: 0.977+ 0.977+ 0.977: 0.977:
21 0.982¢ 0.982! 0.982% 0.982: 0.982% 0.982: 0.982% 0.982¢ 0.982! 0.982:
2.2 0.986: 0.986: 0.986: 0.986: 0.986: 0.986: 0.986: 0.986: 0.986: 0.986:
2.2 0.989« 0.989: 0.989« 0.989- 0.989« 0.989- 0.989« 0.989« 0.989! 0.989¢
24 0.991¢ 0.991¢ 0.991¢ 0.991¢ 0.991¢ 0.991¢ 0.991¢ 0.991¢ 0.991¢ 0.991¢
2.t 0.993¢ 0.993¢ 0.993¢ 0.993¢ 0.993¢ 0.993¢ 0.993¢ 0.993¢ 0.993¢ 0.993¢
2.€ 0.995¢ 0.995¢ 0.995¢ 0.995¢ 0.995¢ 0.995¢ 0.995¢ 0.995¢ 0.995! 0.995!
2.7 0.996¢ 0.996¢ 0.996¢ 0.996¢ 0.996¢ 0.996¢ 0.996¢ 0.996¢ 0.996¢ 0.996¢
2.8 0.997¢ 0.997¢ 0.997¢ 0.997¢ 0.997¢ 0.997¢ 0.997¢ 0.997¢ 0.997: 0.997:
2.¢ 0.998: 0.998: 0.998: 0.998: 0.998: 0.998: 0.998: 0.998: 0.998: 0.998:
3 0.998° 0.998° 0.9987 0.998° 0.9987 0.998" 0.9987 0.998° 0.998° 0.998°
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Appendix B — Code Counting Checklist

This is an example checklist for counting linesofle, taken fronsoftware Size Measurement: A
Framework for Counting Source Statemgdjtark 1992). For each type of statement (execaitabl
declarations, compiler directives etc.) a decisiarst be made as to whether statements of this type
will be included in the final KSLOC count. Once ectsion has been made, a tick is placed in

either thancludeor excludecolumn. This process is then repeated for theofetbie template.

When the code is to be counted. The first categai/the line matches, is the one that decided if i
Is included in the count or not. So for exampléna that has an executable statement, as well as a
comment, would match tHexecutablestatement type (and presumably be included ircdet).

Space has been left throughout the template foort@nisation to include it's own definitions
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Definition Name Date
Originator
Statement Type Include Exclude
1 Excecutable Order of Precedence|-> | 1
2 Nonexecutable
3 Declarations 2
4 Compiler Directives 3
5 Comments
6 On their own lines 4
7 On lines with source code
8 Banners and non black spaces 6
9 Blank (empty) comments |
10 Blank lines 8
11
12
How Produced Include Exclude
1 Programmed
2 Generated with source code generators
3 Converted with automated translators
4 Copied or re-used without change
5 Modified
6 Removed
7
8
Origin Include Exclude
1 New work: no prior existance
2 Prior work: taken or adapted from
3 A previous version or build
4 Commercial, off the shelf, other than libraries
5 Government furnished software, other than reuse
libraries
6 Another product
7 A vendor supplied language support library
8 A vendor supplied operating system or utility
9 A local or modified language library of operatisygstem
10 Other commercial library
11 A reuse library (software designed for reuse)
12 Other software component or library
13
14
Usage Include Exclude
1 In or as part of the primary product
2 External to or in support of the primary product
3

Page 87 of 88
Printed on 31/05/04



Appendix C — Example Code Counting Checklist

Definition Name Date
Physical Source Lines of Code 8/7/92
Originator
SEI
Statement Type Include Exclude
1 Excecutable Order of Precedence|-> |1 o
2 Nonexecutable
3 Declarations 2 °
4 Compiler Directives 3 °
5 Comments
6 On their own lines 4 °
7 On lines with source code °
8 Banners and non black spaces 6 °
9 Blank (empty) comments 1 °
10 Blank lines 8 °
11
12
How Produced Include Exclude
1 Programmed °
2 Generated with source code generators °
3 Converted with automated translators °
4 Copied or re-used without change °
5 Modified °
6 Removed °
7
8
Origin Include Exclude
1 New work: no prior existance °
2 Prior work: taken or adapted from
3 A previous version or build °
4 Commercial, off the shelf, other than libraries °
5 Government furnished software, other than reuse )
libraries
6 Another product °
7 A vendor supplied language support library °
8 A vendor supplied operating system or utility °
9 A local or modified language library of operatisygstem °
10 Other commercial library °
11 A reuse library (software designed for reuse) °
12 Other software component or library °
13
14
Usage Include Exclude
1 In or as part of the primary product o
2 External to or in support of the primary product °
3
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